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Next Generation Internet Routing

The IP routing Infrastructure design is over 15 years old.  BGP started out as a simple protocol for a limited network.  Today both network connectivity and signaling information pass through BGP.  Carrier and enterprise network operators are concerned about adding complexity to the BGP infrastructure.    How can BGP be improved for the next generation to reduce complexity and yet pass increasing amounts of data?

This paper suggests a paradigm shift for Exterior Gateway Protocol (EGP/BGP) algorithms.  Within that paradigm shift, three new algorithms are suggested.  These new algorithms can be migrated into the network on a node by node basis.
What's changed from the original design 

The original NSFNet design combined IGPs within an autonomous system (AS) with EGPs between autonomous systems.  The policy based BGP attempted to limit IGP routing fluctuations to a single academic network.   The Internet has changed since the days of an academic network to the commercial Internet today.  The changes are: 

· The commercial Internet is a critical infrastructure  

Today's Internet has fierce competition for revenue.  The original Internet (NSFNet) had a policy of sharing all information and trusting their peer networks.  In 2003 due to the fierce competition for revenue, the policy motto would be "share minimally, mistrust peers".  Security was the last concern of the 1987 design.   Today security attacks occur regularly.  Security for the future networks must be built in, not added on.    

· Multi-homing, NATs and VPNs are common place

VPNs and NATs provide an overlay network that addresses both the shortage of IP Networks and creates a network boundary.  Enterprise networks find the logical boundary beneficial. 

· Configuration cost impact both the carriers and the enterprise networks 

The Yankee Group's 2003 query of Network operators indicated that 30% - 50% of the network outages were due to configuration error.  Another IT survey by Infonetics (March 2003) of 8 large Enterprises indicated that network outages cost .1% to 1% of the total revenue ($74.6 million).  The most frequent cause of these enterprise outages is server outages.  The second most frequent cause is network outages.  Of the network outages, 50% are configuration errors.    

BGP Convergence problems

Three types of problems are related to the use of the path vector approach:  IBGP problems, TCP problems, and MED comparison problems.   IBGP fail-over should take milli-seconds or nano-seconds instead of seconds even under large loads.  BGP requires a full mesh topology of TCP connections or a restricted route reflector/AS confederation form of hierarchy.  The MED election limits the parallel processing of BGP routes.  

Additional BGP path information can solve convergence problems, but it overloads the BGP data stream.  IBGP looks more like an IGP than an EGP in deployments.   

Routing Protocol Abuse problems

With the adding of signaling information (RFC 2547 labels, Layer 2 MAC address, VPN identifiers), the routing infrastructure carries both "connectivity" information and "signaling" information.   As more and more information gets carried in the routing infrastructure, some engineers in the IETF are concerned that the infrastructure will not be able to support the additional information.   BGP's path vector approach, a variant of the distance vector approach, converges slower as information increases. 

Alex Zinin (IETF Routing AD) suggested that only the following information be passed in routing protocols:

· Information to calculate routing tables,

· Route tagging, administrative, policy-related information,

· Routing security 
· Information closely related to routing, especially when synchronization with routing information is needed.
Experts wanting changes in BGP are in two camps:  restrict BGP additions to minimal amounts so the infrastructure can survive; add all the signaling it can bear.   A third option should be examined, changing the base algorithms that BGP is based on. 

A Paradigm shift and 3 new sets of algorithms 

A good network engineer designs a network that has consistent data-flow.  After the initial design and deployment is done, a key concern is to keep the network working consistently.   The paradigm shift is to start algorithms with the concept of a good network design rather than a non-design.    Policy can be kept synchronized and consistent based on an initial network design. 

The three new sets of algorithms are: Policy domain algorithms, Link State Path Vector (LSPV) algorithms, and network components.  

The Policy Domain algorithms define the Policy Domain as an area of consistent network policy.   The Policy Domain algorithms focus on methods to synchronized policy and keep it consistent.  Policy is synchronized utilizing a hierarchical structure based on categories of policy to maintain the synchronization of policy.   The Policy Domain consistency algorithms check the consistency of policy based on 

· Policy contained within the protocol, and  

· Configuration policy.

Given an initial network that is consistent, the policy domain algorithms check each policy added to see if it maintains this consistency. 

The Policy Domain algorithms utilize a LSPV protocol for passing policy.   Policy can be flooded to the nodes requiring the policy.   One goal of a Policy Domain is to allow policy to be run on the edge of a Policy domain for routes entering the policy domain.   

The LSPV algorithms create a virtual topology of peers. This topology of peer is multi-level and can support multiple paths (both equal cost (ECMP) and traffic engineered).    The Link State algorithm computes the distance between the peers.  The LSPV algorithms pass one or more routes (prefixes, path information) to the same destination and use policy preferences to select the best routes.  In the LSPV algorithms, the tie breaking for routes with the same preference utilizes the LSPV peer distance to break ties. 

Network components provide security for network protocols at a data level.  The network components replace repeating network protocol data with a network component ID.   The network components algorithms break protocol information into hierarchical structure to represent the data flowing in a protocol.   The format of the data is assigned a "global format identifier".   The instance of data (for example the AS path 202, 203) is assigned a network component instance identifier.   The first transmission of the data instance indicates that it is "global format: AS Path part of BGP path attributes", and instance 10 of an AS path.  This instance 10 of an AS path may be associated with instance 400 of the BGP Path Attributes.  

Each network component must contain a security information sub-component.  Each component is re-transmitted with a new security component at intervals determined by it's class, it's place in the hierarchy, and user configuration. 
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Summary

A paradigm shift to planning for consistent networks (Policy Domains) can solve the BGP problems.   The three set of algorithms:  Policy Domain (for consistent and synchronized policy), Link State Path Vector algorithms, and Network components provide the basis for protocols that are scalable, manageable, and secure. 
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