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ABSTRACT
In this talk, we will report on our recent article “Towards
a Rigorous Methodology for Measuring Adoption of RPKI
Route Validation and Filtering”, published in ACM Computer
Communication Review, January 2018. We will also present
new results that arise from the ongoing deployment of RPKI
route origin validation (e.g., default filtering at IXP route
servers), and introduce a publicly available measurement
platform for daily monitoring of the state of deployment.

1 INTRODUCTION
The Border Gateway Protocol (BGP) [9] is responsible for
establishing Internet routes, yet it does not check that routes
are valid. An autonomous system (AS) can hijack destina-
tions it does not control by announcing invalid routes to
them, either intentionally or unintentionally.
Because this critical aspect of the Internet is vulnerable,

there are proposals to improve routing security [3], and one—
the RPKI—is standardized and is in early adoption. The Re-
source Public Key Infrastructure (RPKI) [6] publishes Route
Origin Authorization (ROA) objects, each specifying which
AS is allowed to announce an IP prefix. Using ROA data, a
BGP router can perform RPKI-based origin validation (ROV)
verifying whether the AS originating an IP prefix announce-
ment in BGP is authorized to do so [7] and labeling the route
as valid or invalid. The validity of a route can be used as
part of the router’s local BGP policy decisions, e.g., filter-
ing routes that reflect invalid announcements or preferring
valid ones. While the RPKI is fairly populated with ROAs
and growing [5, 8, 13, 14], adoption of ROV and filtering has
been negligible, according to operator gossip.
To measure RPKI route origin validation, two methods

have been proposed. Uncontrolled experiments [1] are based
on passive observation of routes. Controlled experiments [10]
overcome limitations of uncontrolled experiments by de-
ploying dedicated experiments that manipulate both BGP
announcements and the ROAs that apply to them.

In this talk, we present our verifiable methodology for
measuring ROV and report about lessons learned when repli-
cating other ROVmeasurements [10]. In detail, we show that
an uncontrolled experiment to identify ROV adoption has
three major limitations. First, its characterizations of some
networks change depending on which set of BGP collectors
is used, inferring ROV adoption in some cases when it def-
initely has not been deployed and not inferring it in some
cases when it may have been deployed. Second, the approach
relies on invalid routes that happen to be announced, and
so its coverage is limited by their rare nature [4]. Third, our
supplemental measurements suggest that most networks
flagged by uncontrolled experiments as using ROV are ac-
tually avoiding invalid routes for unrelated (non-security)
traffic engineering purposes, without checking ROV status.

2 UNCONTROLLED EXPERIMENTS
Uncontrolled experiments use available BGP dumps and
RPKI data to estimate a lower bound for ROV non-adoption
and identify ROV filtering [1]. It compares AS paths taken by
known ROV valid and known ROV invalid announcements
from a single AS to a single vantage point. If the paths differ,
it assumes that the invalid announcement was filtered by
ROV on the path taken by the valid announcement, causing
the divergence. This approach does not distinguish between
a single router or an entire AS using ROV-based filtering,
ignoring that AS are not atomic [11]. The method analyzes
routes exported by vantage points as follows: (i) exclude AS
observed to use invalid routes, (ii) identify AS that may be
performing ROV filtering, and (iii) select filtering AS when
there were seen filtering from at least three vantage points.
We now discuss common challenges that have been not ad-
dressed.
Impact of Limited Vantage Point (VP) Sets. To quantify
the impact of vantage point selection, we choose 44 Route-
views vantage points (the number used in previous work [1])
and calculate the number of AS identified in each step of the
method. For each group, results can vary widely depending
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on which vantage points are used. This clearly illustrates
that using BGP RIB dumps as a basis for uncontrolled mea-
surements of ROV filtering (or non-filtering) is problematic.
It makes inferences based on routes visible in the selected
dumps, but lacks complete visibility of the Internet, leading
to misclassification.
Impact of Limited Prefix Visibility at VPs. As the ap-
proach uses pairs of non-invalid and invalid announcements,
it relies on vantage points receiving such announcements
from enough origins to reveal their policies. Combining all
dumps from the RIPE RIS and Routeviews projects, we have
data from 960 vantage points. But, not all vantage points pro-
vide routes to the same set of prefixes. Some vantage points
have a near global view, while some have routes for only a
very limited number of prefixes. Applying the method with
only a subset of VPs as in the previous work [1], selecting
vantage points with very limited prefix visibility misses a
significant portion of origin AS, and thus underestimates the
set of ROV candidates and can lead to misclassification.
Impact of Limited Control. Just because a vantage point
uses different routes to reach a non-invalid and an invalid
prefix from the same origin, it does not imply that the dif-
ference is caused by ROV-based filtering. We found traffic
engineering as another possible explanation (unrelated to
BGP security) for observed differences. For a multi-homed
AS, a common technique to influence inbound traffic is to an-
nounce different (often overlapping) prefixes to different up-
streams. Note that a major cause for invalid BGP announce-
ments is issuing a ROA only for a prefix and then announcing
subprefixes [2, 5, 13] which are not covered by the ROA. We
found that the majority of AS paths of invalid routes either
share the AS path of the covering non-invalid or diverge at
the first hop, as would occur with traffic engineering. We
also observed a router selecting different routes from the
same origin AS due to route age (a BGP tiebreaker).

3 CONTROLLED EXPERIMENTS
Basic Approach. We use the PEERING testbed to make
BGP announcements for prefixes we control from PEERING
sites around the world to the hundreds of networks it peers
with [12]. We use multiple /24 prefixes from the same /16
block. To control ROAs, we run a grandchild RPKI Certificate
Authority (CA) in the RIPE region, enabling us to program-
matically issue and revoke RPKI certificates and ROAs. To
guard against uncommonly long ROA propagation delays,
we conservatively keep every configuration (set of BGP an-
nouncements and ROA states) in place for eight hours.

In our basic approach, an AS must fulfill two assumptions
to allow us to unambiguously determine whether the AS
is using ROV-based filtering: (i) connected-assumption. The
network peers with PEERING, either directly or using a route

server. (ii) visibility-assumption. The network offers some
means to check the BGP route it uses to reach an Internet
destination, either via a Looking Glass or via a vantage point.
While the connected assumption is limiting, it is necessary
to maintain accuracy, relaxing it to allow networks that are
not peers of PEERING introduces ambiguity.

We announce two prefixes via PEERING (AS47065), a ref-
erence prefix PR and an experiment prefix PE . We periodically
change RPKI state for the experiment prefix, using an ad-
ditional origin AS to alternate between the following con-
figurations: (C1) PR and PE are valid. (C2) PR is valid and
PE is invalid. We check the routes a vantage point chooses
to both prefixes during both configurations. The reference
prefix always has a valid RPKI state so should not be filtered
via ROV, and so we omit any vantage points at which PR is
not visible. We expect both prefixes to be treated the same as
long as both announcements are valid, and so we omit a van-
tage point if it uses different routes during configuration C1.
Analysing only data from vantage points that pass both these
requirements eliminates the problem of limited visibility,
since there is no missing data anymore. We then check the
routes a vantage point has chosen after the announcement of
the expermiment prefix becomes invalid. Three observations
might occur: (O1) V has the same route for both prefixes PE
and PR . (O2) V has a different route for prefix PE . (O3) V has
no route to PE .

In the cases of O2 and O3, we know that this route change
must be because of the RPKI status change. Had it been for
another reason we would expect a change in route for the
reference prefix as well. The reference prefix combined with
the ROA changes thus all but eliminates the problem of lim-
ited control. The experiments are repeated continuously to
confirm the behaviour is consistent.
Results. Our original experiments were performed on Feb-
ruary 20-27, May 11-17, and August 1-7, 2017. In our ex-
periments in February and May 2017, we found AS8283,
AS50300, and AS59715 were using ROV to filter invalid an-
nouncements. The experiments in August showAS50300 and
AS59715 to be filtering, but not AS8283. It is worth noting
that AS50300 only filtered routes learned via a route server
at the Amsterdam exchange (AMSIX), which contradicts one
of the assumption in uncontrolled experiments, whereas it
is assumed that an AS found on the AS path of an invalid
route does not use ROV based filtering. For all three AS we
contacted the operators via email and they confirmed that
they used ROV based filtering.
Since beginning of 2018, we run our experiments on a

daily basis and publish our results on https://rov.rpki.net/.
Currently, more than 35 AS deploy RPKI-based filtering; most
of them do this implicitly by using ROV on route servers at
Internet Exchange Points.
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